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Abstract  
Purpose – This study explores the integration of artificial intelligence (AI) into marketing research, focusing 
specifically on the acceptance and perceptions of AI-based virtual interviewers. It examines respondents’ willingness 
to engage with AI-driven survey tools, analyzing perceived advantages and concerns, while identifying key 
demographic and attitudinal drivers influencing acceptance. 
Design/methodology/approach – A representative survey of 1,077 adult respondents in Hungary was 
conducted using the Computer-Assisted Telephone Interviewing (CATI) method. The sample was weighted by 
gender, age, education, settlement type, and region. Statistical analyses included z-tests, ANOVA, factor analysis, 
and cluster analysis to assess demographic and experiential factors influencing AI perceptions and to segment 
respondents into attitude-based clusters. 
Findings – The Hungarian population shows general hesitance toward AI-based interviewers. While 46% of AI 
adopters expressed willingness to engage with a virtual interviewer, only 11% of AI rejecters reported the same. 
Experience with AI tools, such as chatbots or virtual assistants, significantly increases openness. Two factors 
influenced willingness to respond: perceived benefits (e.g., speed, curiosity) and perceived risks (e.g., job loss, data 
privacy). Cluster analysis identified three segments: Open Sceptics, Technology Sceptics, and Technology Friends, 
differentiated by age, gender, technological experience, and attitudes toward AI. 
Originality – This is one of the early empirical studies investigating public acceptance of AI-based virtual 
interviewers in the context of marketing research. It provides actionable insights for researchers and practitioners 
into how technological experience, demographic factors, and emotional responses influence acceptance. The study 
also offers practical recommendations for implementing hybrid survey models and segment-specific 
communication strategies to foster greater engagement with AI-driven research tools. 
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1. Introduction 

Over recent decades, it has become evident that data play a crucial role in corporate success (Awan et al., 

2021; Sundström, 2019). Accurate and reliable data facilitate more informed and effective decision-making 

(Awan et al., 2021), foster innovation, and enhance competitiveness (Sundström, 2019). Conversely, poor 

or incomplete data can lead to suboptimal decisions, potentially damaging a company's performance and 

long-term prospects (Fehrenbacher et al., 2023; Goknil et al., 2023). Therefore, reliable and accurate data 

are essential in strategy development, enabling companies to adapt to shifting market conditions and 

competitive pressures (Mahendra et al., 2022; Zedginidze & Berikashvili, 2023). They also play a vital role 

in process optimization (Davenport & Harris, 2007) and innovation and R&D activities (West & Bogers, 

2014). The significance of data-driven decision-making is undeniable, regardless of the industry. Despite 

the vast amounts of information available (Thakur & Kushwaha, 2023) and the continuous accumulation 

of data, only a few are actively utilized (e.g., Mustak et al., 2021). Artificial intelligence (AI) is becoming 

increasingly pivotal in helping companies use such data. 

This study aims to explore artificial intelligence (AI)’s impact on marketing research, focusing on practical 

applications. We provide an overview of currently available tools and discuss their potential uses. In our 

primary research, we examined the attitudes of the Hungarian population toward AI, paying particular 
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attention to how respondents would react to being surveyed by an AI-based robot instead of a human 

interviewer. The Computer-Assisted Telephone Interviewing (CATI) survey was conducted in June 2024 

with 1,077 respondents. The sample is representative of the adult Hungarian population by gender, age, 

education, settlement type, and region. 

The structure of the paper is as follows: After reviewing the relevant literature and practical applications 

and outlining the methodology, we present the results of our primary research. Our findings summarize 

the main advantages and disadvantages of using AI, especially AI-based interviewers, in marketing research. 

2. Literature review and practical solutions 

In addition to the growing importance of data-driven decision-making, artificial intelligence (AI) is 

increasingly transforming various fields, including marketing research (Brynjolfsson & McAfee, 2017). 

Technological developments support new approaches and methods that improve our understanding of 

consumer behavior and preferences. These innovations can help make more efficient use of data and 

information. AI-based systems, especially those that rely on big data, as seen in marketing more broadly 

(Simay et al., 2021), have the potential to improve customer service in marketing research and provide a 

more engaging experience for respondents. 

 

One of the main challenges in the industry is staying innovative while keeping up with rapid technological 

change. George et al. (2024) noted that traditional market research methods may be less effective in this 

fast-evolving environment. For smaller research organizations or academic institutions, limited 

programming knowledge and a lack of resources can present serious difficulties. In addition, concerns 

about data security remain common in the field. 

 

The next section presents current solutions for using AI in marketing research. We also summarize the use 

of AI agents in other sectors and offer insights from their practical applications. 

2.1 AI in marketing research 

Many academic articles explore the relationship between marketing and artificial intelligence (AI), with 

some addressing marketing research; however, few focus specifically on this topic. A central aspect of AI’s 

role in marketing is the personalization and automation of big data analytics (Huang & Rust, 2020). Jarek 

and Mazurek (2019) found that AI functions such as image recognition and generation, text creation, and 

decision-making are commonly used in marketing. Applications include personalization (e.g., products, 

campaigns, recommendations, pricing), dynamic pricing, data collection, data analysis, and predictive 

analytics to forecast trends and consumer behavior. AI is also used in customer service, especially chatbots, 

virtual assistants, and content generation (Davenport et al., 2019; Huang & Rust, 2020; Jarek & Mazurek, 

2019). 

Beyond analytics and forecasting, a few studies examine AI’s potential in marketing research. For example, 

Danyi et al. (2020) highlight the application of sentiment analysis and netnography in tourism research, 

while Szűcs et al. (2023) discuss AI’s role in avatar-based interviews and automated surveys. 

We used the framework developed by Huang and Rust (2020) to explore how artificial intelligence (AI) can 

be applied in marketing research. This model organizes AI applications into three levels: mechanical, 

understanding, and sentient tasks. Mechanical-level AI performs simple, routine, and algorithm-based tasks 

that follow predefined rules (Huang & Rust, 2020). Examples include generating questionnaires, translating 

them into other languages, testing them using automated responses, collecting data (e.g., online surveys or 

IoT devices), and visualizing data. AR/VR technologies may also gather behavioral data in virtual stores, 

conduct product and prototype tests, or evaluate packaging. 
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At the understanding level, more advanced AI can recognize and analyze context, provide appropriate 

responses, and make decisions. According to Huang and Rust (2020), AI at this level can interpret real-time 

data and interact meaningfully with human communication. Applications include consumer segmentation, 

forecasting market trends and consumer behavior, and collecting data via chatbots. 

For sentient-level AI, Huang and Rust (2020) point out that it can recognize and respond to human 

emotions and interact with a degree of emotional sensitivity. Sentiment-based AI is especially suited for 

emotionally nuanced tasks. Marketing research might include managing customer interactions, developing 

empathetic chatbots, or analyzing emotional responses. We believe such capabilities could be useful during 

questionnaire-based data collection, for example, by detecting when a respondent is fatigued, disengaged, 

or ready to stop. 

Some concrete examples of AI applications in marketing research are presented below, each corresponding 

to different levels of AI. For instance, Pollfish (2024) and SurveyMonkey (2024) offer questionnaire design 

tools to generate a full survey outline within seconds based on a brief input. The questions can then be 

adjusted to meet specific needs. Some platforms also provide functions such as generating test responses 

for debugging or refining questionnaires. The Indeemo online platform (2024) enables observational and 

ethnographic studies using AI, allowing researchers to analyze video, image, and text-based content. 

Similarly, AudEERING’s (2024) AI-based tools can interpret human voice and mood, offering insights 

into consumers' emotional reactions that may be relevant for marketing research. 

A common feature of these tools is that they still depend on consumer input. However, some emerging 

solutions no longer require direct consumer interaction, relying instead on previous research data to 

conduct analyses and make predictions. One example is Kantar’s LINK AI creative testing solution (2024), 

which evaluates TV and digital advertisements in about 15 minutes and produces a heat map and key 

performance indicators. Another example is Hell Energy AI’s sensory testing process (2024), which uses e-

nose and e-mouth technologies to simulate taste and smell testing based on prior data, removing the need 

for human participants (Storeinsider, 2024). 

Soul Machines (2024) offers virtual avatars capable of real-time conversation using AI. These avatars 

produce natural-sounding speech and interact with users through facial expressions and emotional 

responses. Within the Soul Machines interface, a virtual interviewer can administer a Google Forms 

questionnaire by asking questions and reacting to answers. Additionally, experiments are underway to 

replace human respondents in interview scenarios with AI-based synthetic respondents, as Arora et al. 

(2025) demonstrated. These examples show that integrating AI into marketing research is already in 

progress and presents several potential benefits. 

The use of AI in marketing research brings advantages and disadvantages, some of which are already 

apparent. AI improves efficiency, reducing both time and cost (Mirwan et al., 2023; Szűcs et al., 2023), and 

it is particularly effective in analyzing large datasets (Chintalapati & Pandey, 2021). It can process vast 

amounts of data that would be difficult for humans to handle, identifying correlations and patterns 

researchers might not notice (Mustak et al., 2021). AI improves quality and accuracy by supporting 

questionnaire testing, data cleaning, and respondent authentication. 

Further progress is expected in enhancing the respondent experience, particularly through personalization 

and emotionally responsive AI. However, challenges remain. Ethical concerns, such as potential job losses 

and privacy risks, are widely discussed (Davenport et al., 2019). Moreover, while AI can detect subtle 

patterns beyond human capacity, this strength makes it difficult to identify and correct errors when they 

occur (Ma & Sun, 2020). Although AI is increasingly capable of simulating emotional responses, it still lacks 

intuition, raising questions about its limitations. There are also concerns that the widespread use of AI may 

diminish the role of individual opinions, creativity, and unique perspectives. 

Researchers and practitioners should consider several practical factors to support the successful 

implementation of AI-based virtual interviewers. First, applying hybrid models in which AI tools assist may 

be useful, but they do not fully replace human interviewers. These models combine the efficiency of AI 

with the empathy and adaptability of human interaction. Second, audience segmentation may be important 
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when introducing AI tools to diverse populations. Adapting the design and communication of virtual 

interviewer systems to suit different demographic groups could improve user acceptance and engagement, 

especially among individuals with less digital experience. 

2.2 AI in other fields 

Beyond marketing research, AI has a range of applications, many of which focus on capturing the voice of 

the customer and incorporating it into organizational practices across sectors. 

In higher education, AI is becoming increasingly common, changing the roles of both students and teachers 

(Ali et al., 2021; Blau & Shamir-Inbal, 2018; Niemi, 2020). On the one hand, AI contributes to the 

development of teaching staff and course content. On the other hand, with appropriate preparation and 

support, AI services can improve the efficiency and productivity of educational processes (Liu et al., 2022). 

One of the main areas where AI is being applied is through AI-based chatbots (Dempere et al., 2023; 

Neuman et al., 2023; Rudolph et al., 2023). Despite their potential, the broad use of chatbots and similar 

tools—whether in individual courses or at the institutional level—has yet to become standard practice 

(Topol, 2020). These tools can help students prepare for exams, replace frequently asked questions, assist 

with administrative tasks, conduct exams, or collect feedback. 

Another significant application of AI in the healthcare sector is in back-office services. It is commonly used 

to organize and analyze patient data, gather feedback, and educate patients and their families, often through 

chatbot interfaces. Some of the most frequent uses are in radiology (diagnostic imaging) and 

ophthalmology, where AI tools pre-evaluate images and generate preliminary diagnostic descriptions 

(Kulkov, 2023). AI is also applied to evaluate risk factors for patients with multiple health conditions or 

injuries, helping to inform suitable treatment plans (Topol, 2019). According to Megaro (2023), AI holds 

the potential to support the development of a more patient-centered, adaptive, and responsive healthcare 

system, with data-driven decision support playing a key role. These systems can accelerate various processes 

and help make diagnosis, treatment, and therapy more tailored to individual needs (Kulkov, 2023). Still, as 

Megaro (2023) notes, patients continue to rely on doctors and clinical staff, as trust in AI remains limited. 

However, signs of growing acceptance, such as the rising popularity of telemedicine, are beginning to 

emerge. 

AI is also being integrated into human resources processes. Advances in technology have intensified 

competition among organizations to attract high-performing employees, which is often central to 

operational success (Arora & Mittal, 2024). AI can assist in screening candidates by applying algorithms to 

match qualifications, support training systems, and enhance performance evaluations. According to Sattu 

et al. (2024), AI also improves the candidate experience by refining the metrics used in recruitment and 

accelerating the selection process. 

Analyzing financial and behavioral habits to create personalized offers is particularly important in banking 

and finance. This approach can reduce the limitations of traditional financial channels and lower the cost 

of information gathering (Shao et al., 2021). AI-enabled FinTech solutions may also support 

environmentally responsible investments by making the identification of sustainable opportunities more 

accessible and accurate. As Nair et al. (2024) observe, AI-based personal finance tools can guide individuals 

and organizations toward more sustainable financial practices, such as green investments, energy-efficient 

consumption, and socially responsible banking. 

Across a range of sectors, AI is now applied to tasks such as customer service, automating data collection, 

analyzing and visualizing feedback (from customers, employees, or the public—for instance, in political 

elections), delivering information (e.g., FAQs and digital help desks), and identifying consumer behavior 

patterns (e.g., purchase histories). However, a high-quality, regularly updated database is essential to ensure 

effective AI support. Compliance with data protection regulations such as GDPR and managing the so-

called AI “black box” represents one of the most significant challenges for adopters (Megaro, 2023). The 

opacity of some AI systems can make it difficult to interpret or audit automated decision-making processes. 
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While these challenges are broadly relevant across sectors, the emphasis on specific risks and priorities may 

vary. In healthcare, the secure handling of personal and sensitive data is especially important, along with 

questions of responsibility in medical decision-making. Accountability and transparency in AI-supported 

processes will likely be central regulatory concerns in finance. In human resources, a key challenge is 

ensuring that overly standardized algorithms do not exclude exceptional or unconventional candidates. The 

risk of job displacement is also a shared concern in finance and HR. In education, preserving room for 

original thinking and unique perspectives may be particularly important, as these are often drivers of 

innovation. These examples suggest that although the technological foundation of AI may be similar across 

sectors, its ethical and operational implications should be interpreted within each field’s specific cultural 

and professional context. 

Therefore, the major challenge is to ensure the ongoing quality and transparency of databases and AI 

systems. 

Based on the current state of research, our study focuses on the following research questions: 

1) How do people perceive artificial intelligence? Are there differences between demographic groups 

(e.g., age, gender, education) in their views on this issue? 

2) How do people respond to a virtual interviewer—a research question asked by a fully human-

voiced, AI-based robot? 

3) To what extent are attitudes toward a virtual interviewer influenced by specific positive and 

negative factors? Based on these factors, what clusters of respondents can be identified? 

3. Materials and methodology  

As previously mentioned, one potential application of AI in market research is the partial or complete 

replacement of human interviewers with AI-based virtual interviewers. This concept formed the basis of 

our study, in which 1,077 individuals were interviewed via CATI (Computer-Assisted Telephone 

Interviewing) in June 2024. Our questions were included in an omnibus-style survey conducted by a public 

opinion research institute. Respondents were selected using randomly generated mobile phone numbers to 

ensure representativeness. To account for sample bias, the data were weighted by gender, age, education, 

municipality type, and region. As a result, the sample is representative of the adult Hungarian population 

along these key demographic variables. 

The main demographic characteristics of the sample are as follows: 47% male and 53% female; 17% aged 

18–29, 15% aged 30–39, 20% aged 40–49, 15% aged 50–59, and 33% aged 60 and above. Regarding 

educational attainment, 23% had completed primary school or less, 21% had attended vocational school or 

an apprenticeship, 34% held a high school diploma, and 21% held a higher education degree. 

To address the three research questions, we employed a combination of statistical methods, including z-

tests, ANOVA, factor analysis, and cluster analysis. Z-tests and ANOVA were used to identify significant 

differences across demographic groups and levels of knowledge about AI. Factor and cluster analyses were 

then conducted to explore the potential for segmenting respondents into distinct “customer” groups based 

on their attitudes and perceptions. 

4. Results 

The potential application of an AI-based virtual interviewer was examined in relation to the three proposed 

research questions. 
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4.1 First research question 

As part of our research, we aimed to understand how the Hungarian population perceives artificial 

intelligence by categorizing respondents based on their attitudes. Using a five-point Likert scale, we 

identified three main groups: 

 AI Rejecters: Respondents (N=225) with a very negative (1) or negative (2) opinion of AI. 

 Neutral toward AI: This group (N=547) includes those who either could not express an opinion 

(answer 9) or selected the neutral option (3). 

 AI Adopters: Respondents (N=305) with a positive (4 or 5) opinion of AI. 

Notably, the neutral group—representing 51% of the sample—was more than twice as large as the rejecting 

(21%) or accepting (28%) groups. This distribution suggests that a substantial portion of the population 

remains undecided about AI, possibly adopting a wait-and-see stance. 

To better understand the drivers behind these attitudes, we further examined the influence of demographic 

characteristics and specific technological experiences. The results are presented in Table 1. 

 
Table 1 Differences in Opinions on Artificial Intelligence by Demographic Factors  

 
 

Source: Own analysis 

 

The main differences across demographic groups are summarized below. In terms of gender, the AI 

adopters group contains a significantly higher proportion of men (55%) and a lower proportion of women 

(45%) compared to the total sample (47% male, 53% female). Concerning age, individuals aged 18–29 are 



T É R – G A Z D A S Á G – E M B E R Vol. 13, No. 1, pp. 32-46, 2025 

Journal of Region, Society and Economy   

 

38  
 
 

 

Publisher name: Széchenyi István University 

ISSN: 3058-1079 (Online) 

overrepresented among AI adopters and underrepresented in the neutral group. This trend likely reflects 

their greater familiarity and experience with technological innovation, which may encourage them to form 

more decisive opinions on AI. Conversely, older respondents (particularly those aged 50–59 and 60+) are 

significantly less likely to fall into the AI adopter group. This may be due to lower levels of digital literacy 

and heightened concerns about data security and job displacement—factors commonly associated with 

skepticism toward emerging technologies. As will be discussed further below, our findings suggest that 

younger generations are generally more open to adopting new technologies, while older generations are 

more cautious and uncertain. 

Differences by educational attainment are somewhat less pronounced. However, it is noteworthy that AI 

rejecters include fewer university graduates than the overall sample (14% vs. 21%). This may indicate that 

individuals with higher education are more technologically literate and thus more open to AI-related 

innovations. Their education may have also provided a broader perspective on AI's benefits and potential 

applications, reducing the likelihood of outright rejection. 

Another key finding from the analysis is the significantly higher proportion of AI adopters (63%) who have 

experience with AI-based virtual assistants (e.g., Telekom Vanda) compared to the overall sample (50%). 

We also examined the prevalence of chatbot use, specifically referencing “ChatGPT or similar chatbots.” 

Among AI rejecters and neutral respondents, the proportion of individuals who have never used chatbots 

is considerably higher than in the total sample (82% and 79% vs. 69%, respectively). In contrast, AI 

adopters include a significantly larger share of regular (18% vs. 6%) and occasional (21% vs. 11%) chatbot 

users. 

These findings suggest that direct interaction with AI technologies positively influences adoption. Users 

who have already engaged with virtual assistants or chatbots are likelier to perceive tangible benefits, such 

as increased service efficiency, faster customer support, and an improved user experience, and are 

correspondingly less apprehensive about the technology. Conversely, the high rates of non-use among AI 

rejecters and neutrals indicate that unfamiliarity may serve as a barrier to acceptance. In this context, digital 

experience emerges as a critical factor in shaping favorable attitudes and fostering trust in AI systems. 

In summary, attitudes toward AI within the Hungarian population vary substantially based on demographic 

characteristics and prior technological experience. While the proportions of AI adopters and rejecters are 

relatively similar, a notably large segment of the population remains undecided. This signals that AI 

adoption continues to be met with uncertainty across society. Our demographic analysis indicates that 

younger, more digitally literate individuals and men tend to be more open to AI, while older adults are more 

likely to be skeptical. Direct exposure to technologies such as chatbots correlates strongly with greater 

acceptance. These findings imply that increasing access to and familiarity with AI-based tools may help 

shift public attitudes positively. 

 

 

4.2 Second research question 

The research also explored respondents’ feelings about being interviewed by an AI-based system using a 

fully human-like voice. Willingness to participate was measured on a five-point Likert scale, and the main 

findings are presented in Figure 1. 
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Figure 1. Willingness to Respond to a Human-Voiced AI Interviewer 

 

The results indicate that nearly half of the respondents (49%) expressed reluctance to answer questions 

posed by a human-voiced AI interviewer. Meanwhile, 22% were neutral, and 29% were willing to respond. 

We further examined how respondents’ general attitudes toward AI correlated with their willingness to 

participate in such interviews. 

Among the reluctant respondents, 52% held a neutral opinion of AI, 30% rejected it, and only 17% 

accepted it. The high reluctance level among AI rejecters is understandable, as they are generally skeptical 

of the technology and unlikely to welcome interactions with it. The predominance of neutrals in this group 

suggests that uncertainty or hesitation may also lead to avoidance, especially in unfamiliar or intrusive 

contexts. 

Notably, 17% of reluctant respondents belonged to the AI-accepting group. This indicates that general 

approval of AI does not necessarily translate into a willingness to engage with it in all contexts. Concerns 

about data privacy or a preference for traditional, human-to-human communication may influence their 

reluctance. 

In the neutral response group, 63% were neutral toward AI, 26% were accepting, and 11% were rejecting. 

This distribution aligns more broadly with their stance on AI. Individuals undecided about AI tend to adopt 

a similarly cautious or ambivalent position toward AI-based interviewing. Interestingly, this group's lower-

than-average proportion of AI rejecters suggests that even those skeptical of AI may adopt a neutral or 

pragmatic stance in specific situations, particularly when the perceived risk is low or participation allows 

them to share their views. 

Among the respondents willing to engage with a human-voiced AI interviewer, 46% were AI adopters, 

43% were neutral toward AI, and 11% were AI rejecters. This group's high proportion of adopters is 

unsurprising, given their generally favorable view of the technology. However, the substantial share of 

neutral respondents suggests that even those without a strong opinion about AI may be open to using it, 

particularly when the interaction is smooth and does not raise discomfort or concern. In such cases, their 

motivation to share their views may outweigh any reservations about the medium. 

The 11% of willing respondents who were AI rejecters represent a small but significant group. This finding 

implies that some individuals, despite their broader skepticism or opposition to AI, are willing to interact 

with it under certain conditions. These individuals may not be fundamentally opposed to all AI applications 

or tolerate its use if the context is appropriate and the perceived benefits are clear. 

Overall, the findings indicate that attitudes toward AI do not perfectly predict willingness to interact with 

a virtual interviewer. While most AI adopters are indeed more willing to engage, a subset remains reluctant. 

Conversely, some AI rejecters are willing to respond, suggesting a nuanced and context-dependent 

relationship between attitude and behavior. In short, while a positive view of AI increases the likelihood of 
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engagement, other factors—such as the perceived importance of the survey, data security concerns, or 

preferred interaction styles—also play a meaningful role in shaping respondents' willingness. 

4.3 Third research question 

To examine the factors influencing respondents' willingness to engage with a virtual AI interviewer, we 

used eight statements designed to capture both positive and negative influences. The phrasing of the items 

naturally suggested a two-dimensional structure, and factor analysis was employed to validate this structure 

and explore underlying relationships. The results are presented in Table 2. 

To assess the suitability of the data for factor analysis, we applied the Kaiser-Meyer-Olkin (KMO) measure 

and Bartlett’s test of sphericity. The KMO value was 0.84, exceeding the minimum threshold of 0.6, 

indicating high sampling adequacy. Bartlett’s test returned a significant result (p = 0.000), confirming that 

the observed correlations among the variables were not random and that the data were appropriate for 

exploratory factor analysis. 

Using the principal component method, we identified two factors that explained 67% of the total variance, 

well above the commonly accepted threshold of 60%, suggesting strong explanatory power. A Varimax 

rotation clarified the factor structure, with all factor loadings exceeding the 0.4 benchmark, indicating strong 

relationships between the observed variables and the underlying factors. 

The analysis yielded two interpretable components: the first grouped variables that positively influence 

willingness to respond, while the second grouped those that act as barriers. Table 2 summarizes the results, 

including factor classification, Cronbach’s Alpha, factor loadings, Composite Reliability (CR), and Average 

Variance Extracted (AVE). Each metric met or exceeded conventional standards, supporting the reliability 

and validity of the factor structure. 

 
Table 2. Factors Influencing Willingness to Respond: Reliability, Internal Consistency, and Validity Metrics 

 
Source: Own analysis 

 

The KMO test confirmed the adequacy of our sample size (Nkansah, 2018), while Cronbach’s alpha (Vaske 

et al., 2017), composite reliability (CR), and average variance extracted (AVE) supported the internal 

consistency and convergent validity of our constructs (Raykov & Grayson, 2003; Santos & Cirillo, 2021). 

AVE values measure the proportion of variance captured by the construct relative to measurement error. 

Values above 0.7 are considered excellent, while values above 0.5 are acceptable. Although AVE ideally 

exceeds 0.5, a value as low as 0.4 may be accepted if the corresponding CR exceeds 0.6, thereby preserving 

convergent validity (Fornell & David, 1981). CR, which offers a less biased reliability estimate than 

Cronbach’s alpha, is considered acceptable at 0.7 or higher. These metrics confirm the scale’s 

appropriateness for our analysis and lend credibility to our interpretation of the data’s underlying 

relationships. 

Regarding factors that increased willingness to respond, respondents valued the speed and efficiency of AI-

based surveys. Openness to novelty and curiosity also contributed positively, as did the perception that AI 

is less judgmental than a human interviewer. In contrast, a key factor that reduced willingness to respond 

was distrust in technology, particularly concerns about data security and fears of job displacement due to 

automation. While the lack of human interaction also had a negative effect, its influence was weaker than 

the other deterrents. 

Factor increasing willingness to respond I would like to respond because it seems faster and more efficient. 0.87 CR = 0.91

Cronbach's Alpha = 0.88 I would like to respond because I enjoy trying new things. 0.84 AVE = 0.71

I would like to respond because I'm curious and interested in what the experience will be like. 0.83

I would like to respond because I feel less judged by a machine than by a person. 0.82

Factor reducing the willingness to respond I'd be reluctant to respond because I don't trust technology at that level. 0.81 CR = 0.84

Cronbach's Alpha = 0.78 I'd be reluctant to respond because I believe robots are taking people's jobs. 0.80 AVE = 0.58

I'd be reluctant to respond because I'm concerned about protecting my data. 0.78

I'd be reluctant to respond because I’d rather speak with a human. 0.64

Factors Statements
Faktor-

weight

CR & AVE 

values
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Following the factor analysis, we conducted a cluster analysis to group respondents based on shared 

characteristics, ensuring that individuals with similar response patterns were assigned to the same cluster. 

A dendrogram was used to visualize the hierarchical relationships among respondents, ultimately 

supporting a three-cluster solution. We further evaluated these clusters by analyzing the number of 

individuals in each group and the within-cluster means and variances of the relevant variables. Special 

attention was given to ensure that standard deviations within clusters remained below 1, indicating internal 

consistency and homogeneity. 

To identify significant differences between clusters, we analyzed variance (ANOVA), which confirmed that 

the clusters differed meaningfully in average scores. This ensured adequate heterogeneity between clusters. 

The cluster formation was based on positive and negative factors influencing respondents’ willingness to 

engage in AI-based interviews. ANOVA was used to calculate the mean values of these factors within each 

cluster. 

The results revealed three distinct clusters characterized by differing attitudes toward technology. We 

applied ANOVA and cross-tabulation analysis to explore further the relationships between these clusters 

and the key variables under study. The findings are summarized in Table 3. 

 
Table 3. Characteristics of the Three Clusters Identified Through Factor and Cluster Analysis 

 
The analysis identified three distinct respondent clusters: 

 

1) Open Sceptics – This group demonstrates a generally positive attitude toward technological 

innovation, as shown by the high factor weight (1.05) for variables that increase willingness to 

respond. However, they also express concern about technological risks (factor weight: 0.84). 

Demographically, they are typically older (average age: 55), predominantly female (70%), with a 

high proportion residing in rural areas (37%) and being inactive in the labor market (64%). 

235 430 412

Man 30% 45% (a) 59% (a, b)

Woman 70%  (b, c) 55% (c) 41%

Average age 55 év (c) 52 év 45 év Sig

West-Hungary 31% 27% 33%

Central-Hungary 31% 37% 36%

East-Hungary 38% 36% 31%

Budapest 8% 18% (a) 23% (a)

County seat 19% 20% 20%

City 36% 33% 30%

Village 37% (b, c) 29% 27%

Active 36% 47% (a) 60% (a, b)

Non-active 64% (b, c) 53% (c) 40%

AI Rejectors 11% 34% (b, c) 11%

Neutral Towards AI 58% (c) 53% 47%

AI Adopters 31% (b) 13% 42% (a, b)

2.94 (b) 1.47 3.41 (a, b) Sig

Yes 38% 43% 62% (a, b)

No 61% (c) 55% (c) 38%

Regular user 2% 3% 12% (a, b)

Occasionally 9% (b) 5% 18% (a, b)

Tried but do not use 7% 12% (a) 19% (a, c)

Not tried 82% (c) 77% (c) 50%

 I'm curious and interested in what the experience will be like. 4.1 (b, c) 1.6 3.9 (b) Sig

it seems faster and more efficient. 3.7 (b, c) 1.3 3.2 (b) Sig

I feel less judged by a machine than by a person. 3.7 (b, c) 1.3 3.0 (b) Sig

I enjoy trying new things. 3.9 (b) 1.4 3.7 (b) Sig

I'm concerned about protecting my data. 3.9 (b, c) 3.6 (c) 2.1 Sig

I believe robots are taking people's jobs. 4.3 (b, c) 4.1 (c) 2.3 Sig

I don't trust technology at that level. 3.9 (c) 3.7 (c) 2.0 Sig

I’d rather speak with a human. 4.6 (c) 4.6 (c) 3.3 Sig

a, b, c = Significantly higher compared to the indicated group

% values were tested for significant differences using the Z test (p<0.05)

For averages, significant differences were tested by ANOVA (p<0.05)

Sig

Sig

Sig

Sig

Sig

Evaluation of 

difference

Sig

Sig

Sig

Not sig

-0.81

AI 

acceptance

Average willingness to respond

Technology 

Sceptics (b)

Technology 

Friends (c)

1.05 -1.00 0.44

Open Sceptics 

(a)

Occupation

0.84

Variables included 

in the cluster 

analysis

Factor increasing willingness to respond - factorweight

Factor reducing the willingness to respond - factorweight

N (respondents)

0.31

I would like to 

respond 

because…

I'd be 

reluctant to 

respond 

because…

Original variables 

(average values)

Used a virtual 

assistant

Chabot usage

Variables not 

included in cluster 

analysis

Respondent

Region

Settlement 

type
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Although 31% are AI adopters, this group reports below-average usage of virtual assistants and 

chatbots. Their willingness to respond is above average (mean: 2.94), indicating that human-like 

interaction, even through an AI, does not deter them. Communication and interpersonal 

engagement appear to be important to this cluster. 

2) Technology Sceptics – Members of this cluster exhibit the lowest overall willingness to respond 

(mean: 1.47), driven more by risk aversion than by perceived benefits or curiosity. They express 

only moderate concern about technological risks and see limited advantages in AI-based interviews. 

The demographic profile closely matches the general sample, with an average age of 52 and a nearly 

even gender split. Nearly half are actively employed. While 34% are AI rejecters, this group has 

more experience with virtual assistants and chatbots than the Open Sceptics. However, they 

strongly prefer human interviewers and are unlikely to participate in AI-mediated surveys. 

3) Technology Friends – This cluster holds a moderately positive view of AI, driven mainly by 

curiosity rather than the belief that AI is universally superior to humans. This is reflected in their 

moderate positive factor weight (0.44) for willingness-enhancing variables. Importantly, they are 

far less concerned about the risks of technology (negative factor weight: -0.81). Demographically, 

this is the youngest group (average age: 45), predominantly male (59%), with a high proportion of 

active employees (60%). They are also the most technologically engaged, with 42% identified as 

AI adopters, 62% using virtual assistants, and 50% having tried chatbots. Their average willingness 

to respond (mean: 3.41) is the highest among the clusters. 

These three clusters reveal distinct patterns in attitudes toward technology and willingness to engage with 

AI-based survey methods. The findings underscore the importance of tailoring communication and 

outreach strategies to the varying levels of technological openness and risk sensitivity across different 

population segments. 

5. Conclusion 

The practical implementation of AI-based virtual interviewers in market research presents notable 

opportunities and significant challenges. While virtual interviewers offer clear advantages—scalability, cost-

effectiveness, and improved efficiency—our findings underscore that broad societal acceptance remains a 

substantial barrier. Nearly half of the respondents (49%) expressed reluctance to engage with AI 

interviewers, pointing to an urgent need for trust-building initiatives and public education regarding the 

role and capabilities of AI. 

As Huang and Rust (2020) have demonstrated, AI can automate routine tasks and improve the quality and 

speed of data collection, particularly in marketing research. Our study supports this view while emphasizing 

that public concerns remain prominent, especially regarding job displacement and data privacy. These 

findings echo the conclusions of Davenport et al. (2019), who highlighted ethical concerns and the lack of 

trust as major impediments to the widespread adoption of AI. 

Additionally, our results show that prior experience with AI tools such as virtual assistants and chatbots 

significantly increases respondents' willingness to interact with AI-based interviewers. This supports Jarek 

and Mazurek’s (2019) argument that familiarity with AI fosters acceptance. However, our data also reveal 

that even among AI adopters, a substantial minority remains hesitant to engage in AI-mediated interactions, 

suggesting that deeper societal concerns about the role of AI in human communication persist. 

The cluster analysis further reveals pronounced demographic differences in AI acceptance. Younger, more 

technologically experienced respondents categorized as “Technology Friends” were notably more open to 

virtual interviewers. This aligns with the observations of Brynjolfsson and McAfee (2017), who noted that 

technological innovations often encounter resistance from less digitally literate segments of the population. 

These insights highlight the importance of targeted outreach and education to foster broader acceptance 

across diverse social groups. 
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In this context, ethical and regulatory considerations become especially significant. Our findings affirm that 

individual concerns—particularly those related to data privacy, job security, and transparency—strongly 

influence public attitudes toward the adoption of AI. Risks such as algorithmic bias may lead to distortions 

in respondent selection or the interpretation of data. At the same time, the “black box” nature of many AI 

systems constrains transparency and limits the auditability of AI-driven decisions, a challenge also identified 

by Ma and Sun (2020). Regulatory frameworks have not yet fully adapted to these developments, often 

leaving market researchers without clear guidance regarding accountability and compliance. These 

challenges highlight the critical need for transparent, ethically grounded implementation of AI-based 

research tools. Although such systems offer the potential for greater efficiency and data quality, their 

successful integration depends on narrowing the gap between technological progress and societal trust. 

Drawing from our empirical findings, several practical strategies may facilitate the effective deployment of 

AI-based virtual interviewers in market research. First, hybrid models incorporating human and AI 

interviewers could balance efficiency with interpersonal familiarity, thus increasing respondent comfort, 

particularly among those skeptical of full automation. Second, audience segmentation strategies, such as 

tailoring communication styles and system interfaces to suit varying levels of digital literacy or demographic 

characteristics, may enhance user acceptance. Personalized communication approaches, in particular, may 

benefit respondents with limited exposure to digital technologies. 

Lessons from other AI-integrated fields—healthcare, education, human resources, and finance—offer 

valuable parallels. These sectors frequently encounter similar challenges, including concerns over data 

protection, algorithmic fairness, and public trust. As such, the challenges revealed in our study resonate 

more broadly, underscoring the necessity of aligning AI solutions with user expectations, legal standards, 

and cultural norms. Although AI-based interviewers promise scalability and operational efficiency, their 

long-term viability depends on embedding them within ethically robust, user-centered frameworks. 

Finally, our findings regarding public acceptance of AI, attitudes toward human–technology interaction, 

and cluster-specific response tendencies may offer useful insights beyond the domain of market research. 

They could inform ongoing developments in other sectors where empirical research on public perception 

remains limited. 

A key limitation of the present study is its focus on a single national context—Hungary. Future research 

should aim to include cross-national comparisons and examine respondents’ innovation adoption profiles 

as potential explanatory variables. 
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